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Abstract

This paper presents work toward the development of
a novel MEMS sensing technology for AUVs. The
proposed lateral line-inspired sensor system is a high-
density array of pressure sensors for measuring hydro-
dynamic disturbances. By measuring pressure variations
on a vehicle surface, a dense pressure sensor array will
allow the AUV to detect, classify, and locate nearby
obstacles and optimize its motion in unsteady environ-
ments. This approach is very similar to the canal lateral
line system found in all fish which allow them to func-
tion in dark or clouded environments.

In order to lay the groundwork for developing the
MEMS sensor and interpreting the pressure distribu-
tions, the paper also presents experiments demonstrat-
ing the discrimination between cylindrical obstacles of
round and square cross sections with an array of off-the-
shelf pressure sensors. Test objects with 5.1 cm and 7.6
cm diameters passed stationary sensors at 0.5 m/s and
0.75 m/s and with 1.3 and 5.1 mm separation. Hand
chosen features and features chosen through a Principal
Component Analysis are used to discriminate between
object shapes under a variety of conditions. A classi-
fication error rate of under 2% is achieved across all
velocities, sizes, and separations. These results lead to
requirements for the density, sensitivity, and frequency
response of the MEMS sensors, which fall well in the
MEMS domain.

1This publication is the result of research sponsored by The
MIT Sea Grant College Program, under NOAA grant number
NA06OAR4170019, project number R/RT-2/RCM-17.

The pressure sensor array proposed here consists of
hundreds of MEMS pressure sensors with diameters
near 1 mm spaced a few millimeters apart fabricated
on etched silicon and Pyrex wafers; a fabrication pro-
cess for producing the array is described. A strain-
gauge pressure sensor is analyzed and shown to satisfy
specifications as required by the results from the afore-
mentioned experiments. The sensing element is a strain
gauge mounted on a flexible diaphragm, which is a thin
(20 µm) layer of silicon attached at the edges to a square
silicon cavity 2000 µm wide on a side. A source voltage
of 10 V produces a sensor with a sensitivity on the order
of 1 µV/Pa. Since the thermal noise voltage is near 0.7
µV, the pressure resolution of the sensors is on the order
of 1 Pa.

1 Introduction

The blind Mexican cavefish (Astyanax fasciatus) is ca-
pable of forming a full three-dimensional map of its sur-
roundings [1, 2] and moving in new environments at
high speeds without collisions. This surprising feat is ac-
complished without the use of electric fields, relying in-
stead primarily on its lateral line organ. All fish have this
organ, though not all use it to extent of the blind cave-
fish [1]. Many other lateral-line-mediated behaviors in
fish have been identified by biologists, including track-
ing prey by their wake [3] and recognizing nearby phys-
ical objects [2]. The lateral line organ has no equiva-
lent in the modern world of underwater vehicles, though
many vehicles would greatly benefit from some of its



abilities. Presented here is a series of experiments and
a sensor design directed toward translating the abilities
of the lateral line organ into a sensor for autonomous
underwater vehicles (AUVs).

The basic sensory unit of the lateral line organ is the
neuromast, which is a collection of drag-based flow ve-
locity sensors. Neuromasts are used in two manners.
First they are distributed on the surface of the fish pro-
truding directly into the open water. In this arrangement,
the neuromasts are directly stimulated by the local fluid
velocity. Second, they are enclosed in canals that open
to the outside flow periodically though pores [4]. These
canals have been described as an array of pressure gra-
dient sensors [5], since a difference in pressure between
adjacent pores drives the fluid motion in the canal, stim-
ulating the neuromasts. Through studies selectively de-
activating the canals, it has been found that the imaging
abilities of the lateral line appear to be predominantly
accomplished by its canal system [1].

While an implementation identical to the lateral line
organ is not practical, the information provided by the
lateral line would greatly benefit AUVs. In particu-
lar, the ability to locate and obtain information about
nearby obstructions is increasingly important as AUV’s
are finding applications in cluttered environments and
surf zones. Also, the ability for flow mapping and iden-
tifying vortical structures allows the possibility for opti-
mizing control and navigation in unsteady environments.
In addition to these capabilities, a distributed pressure
sensor would be completely passive and consequently
require little power. The primary disadvantage would be
its limited range.

Described here is the development of a sensor inspired
by the canal system of the lateral line organ. This sensor
attempts to directly extract information from the spatial
pressure fields using an array of pressure sensors. This
bypasses the pressure gradient to flow transformation of
the canal system, considerably simplifying the design
while possibly losing some favorable filtering character-
istics [6]. The development of a full MEMS pressure
sensor array, experiments with off-the-shelf sensors, and
signal processing are subsequently considered in order
to create a sensor system able to identify and classify
nearby objects.

2 Experiments with Off-the-Shelf
Sensors

This section describes experiments performed with off-
the-shelf pressure sensors in order to investigate the dif-

ferentiation of moving object shapes with the lateral line
and to develop similar capabilities for a pressure sensor
array. Two approaches are presented for distinguishing
between two shapes of moving objects.

2.1 Background

Given the interesting abilities of the lateral line, there
are many questions still being pursued on the sensory
information it provides. The majority of the studies in-
volving the lateral lines have focused on the response
to a dipole stimulus, [5, 7, 8, 9, 10, 11, 12] which is
used to model the oscillating tail of small prey. These
studies have demonstrated that the lateral line is highly
capable of locating dipole stimuli and discriminating be-
tween dipole frequencies and amplitudes.

A smaller number of studies have considered the lat-
eral line’s ability to investigate a fish’s environment. In
particular, blind cave fish have been found to detect and
discriminate between stationary openings of different
geometries [2, 13, 14]. Blind cave fish also detect wall
boundaries to their environment through their lateral line
[15, 16, 17]. In these scenarios, a blind fish must use the
flow it generates to interrogate stationary objects.

The hydrodynamic stimuli from aquatic animals other
than small prey has received the least attention. Larger
fish, potentially predatory, are not well modeled by
dipoles. Instead they are better approximated by blunt
moving objects. Experiments by Vogel and Bleckmann
[18] have demonstrated that goldfish use their lateral line
to detect and discriminate the size, velocity and shape of
passing rods in still water.

The purpose of the experiments with off-the-shelf
components is to further investigate the amount of de-
tail concerning a non-oscillatory stimulus that can be ob-
tained through a pressure sensor array. The study con-
centrates on whether it is possible to tell the difference
between cylinders with square and round cross-sections
of various diameters. These stimuli are similar in basic
structure and size, but the presence of sharp corners dis-
tinguishes the shape of the square. Similar to the ear-
lier behavioral experiments by Vogel and Bleckmann,
the objects are moved passed stationary sensors. The
results will also provide information about the specifica-
tions necessary for constructing a dense MEMS pressure
sensor array that can distinguish the details.

Off-the-shelf sensors are too large to pack densely in
an approximation of the lateral line or the final MEMS
array. However, since the stimuli in the experiments are
moving at constant velocity, the time series from each
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Figure 1: 1A: Schematic of experiments with cylindrical stimuli. The diagram depicts the housing with pressure ports along the
side and a typical cylinder moving alongside. Several key quantities are labeled, including the separation between sensors and
cylinder (s), the depth of the sensors (y), the total depth of the tank (h), the diameter of the cylinder (d), and the velocity of the
cylinder (v). 1B: A close up of the pressure sensor and port geometry. The pressure sensors are labeled p1 - p3 in the cut-out view.

sensor can be used to approximate the spatial response
sampled at intervals d = V/fs, where V is the veloc-
ity of the stimulus and fs is the temporal sampling fre-
quency. This is an accurate approximation wherever the
flow is steady from the frame of the moving stimulus. It
does not hold well in the wake region of the cylinders,
where, in addition to being turbulent, the presence and
location of vortices is highly time dependent.

2.2 Experimental Procedure

Experiments were performed using gauge pressure sen-
sors from Honeywell with a nominal sensitivity of 48
µV/Pa and response time of 1 µs. Four sensors are used
in these experiments in a linear array. The redundancy
between these sensors provides a sense of how valid any
analysis is in the wake region. The four sensors were
enclosed in a streamlined housing, as shown in Figure 1.
They were connected to the outside flow through ports
spaced 6.35 cm (2.5 in) apart. The sensor port geom-
etry can be seen in Figure 1B. The sensors were con-
nected to a rigid tube with a 0.472 cm (0.186 in) inner
diameter. A small hole 1.3 mm (.050 in) in diameter and
3.2 mm (0.13 in) deep connected the tube to the outside.
This layout was chosen to minimize the noise, given that
it was not possible to flush mount the pressure sensors.
The ports were positioned in a line in the region where
the housing had a constant 11.4 cm (4.5 in) diameter.

The experiments were performed in the MIT Towing
Tank. All of the experiments consisted of stationary sen-
sors and moving stimuli. The specific arrangement can
be seen in Figure 1A. The housing containing the sensors
was fixed to a frame with the sensors facing horizontally.
This frame was aligned with a movable carriage above
the water and held in place with an array of weights.
Vertical cylinders attached to the carriage were carried
at constant velocity past the sensors. The motion of the
cylinders began five meters from the sensors, reached
its final velocity within 0.5 meters, and continued two
meters past the sensors before stopping. Six seconds of
pressure data were recorded at 2 kHz.

5.1 mm Separation
7.62 cm Diameter 5.08 cm Diameter
0.50 m/s 0.75 m/s 0.50 m/s 0.75 m/s

Square 100 Runs 100 Runs 100 Runs 100 Runs
Round 100 Runs 100 Runs 100 Runs 100 Runs

Table 1: Table demonstrating the tests performed. Not in-
cluded in the table are two sets of 100 runs (one for each cross
section shape) at 0.75 m/s, 5.08 cm diameter, and 1.27 cm sep-
aration.

A number of variables were considered in the exper-
iments. The difference between square and round cross
sections was of primary interest, but it is also important
to understand how sensitive the results are to carriage
speed, cylinder diameter, and the separation from the



cylinder to the sensors. The orientation of the square
cross section was kept constant, with the leading face
perpendicular to the oncoming flow. Two sizes of the
cross section were tested: 5.08 cm (2 in) and 7.62 cm
(3 in). For the round cross section, the size refers to the
diameter, and for the square cross sections it refers to the
side length, so that the round cross section inscribes the
square cross section. The two carriage velocities tested
were 0.50 m/s and 0.75 m/s. Most of the tests were per-
formed at a separation of 0.51 cm (0.2 in), but two sets
were also taken at a larger separation of 1.27 cm (0.5 in).
Ten sets of experiments were run with different combi-
nations of these variables (Table 1). Each set consisted
of one hundred passes of the cylinder past the sensors.

Calibration of the sensors was done immediately after
testing without removing the setup from the water. This
was necessary due to the sensitivity of the sensors to air
bubbles. In order to calibrate all of the sensors at the
same time and in place, a wave machine was used to
generate waves in one end of the tank at approximately
1.5 Hz. The amplitude of the waves was measured at
the position of the sensors while the pressure oscillations
from the waves were recorded. After also recording the
distance from the sensors to both the bottom of the tank
and the water surface, the calibration was found using
linearized surface wave theory [19], in which

Ap = ρg
cosh [k (y + h)]

cosh [kh]
· Aw (1)

determines the amplitude Ap of the pressure oscillation
a distance y below the surface in water of depth h when
the wave amplitude Aw is measured. In the equation,
ρ is the density of water, g is the gravitational accelera-
tion, and k is the wave number. The wavenumber of the
surface waves is calculated from the dispersion relation
w2 = gk tanh [kh], where the frequencyw is calculated
by fitting a sine to the recorded pressure.

The cylinder testing plan is an accurate model of a ve-
hicle or fish in an environmentwhere the moving objects
are at a Reynolds number of 2 · 104 to 6 · 104 and where
the ratio of the separation between sensors and object
(labeled s in Figure 1A) to the object radius is between
0.1 and 0.5. These conditions and geometry are relevant
for fish in their exploration of new environments [13]
and to vehicle operation in cluttered environments.

2.3 Results

In the results and analysis shown here, the raw data
were initially processed as follows. First the hydrostatic
pressure, found as the pressure before the cylinder ap-
proached, was removed by subtraction from the data of
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Figure 2: The results from two sets of tests comparing the pres-
sure traces from different cross sections. Both cross sections
had a diameter of two inches, velocity of 0.75 m/s, and sepa-
ration of 0.51 cm (0.2 in). The means of each set of 100 runs
is shown. The corresponding standard deviation is offset by
-2000 Pa but on the same scale as the mean pressure traces.

each sensor in each run. All pressure quantities in the
figures and in text are therefore pressure differenceswith
respect to the hydrostatic pressure. Second, some of the
data has been resampled at a slower rate. The purpose of
the experiments is to compare the spatial pressure distri-
bution. The cylinder stimuli were run at two velocities
(0.5 m/s and 0.75 m/s) past the sensors, but the data was
collected at 2 kHz in all cases. This means that, after
transforming the time histories with the velocities, the
slower tests were sampled more closely in space. To
remedy this, the slow tests were downsampled by a fac-
tor of 3/2. The final necessary transformation relates
to the alignment. Each pressure trace was aligned by
the point at which pressure crosses zero (with negative
slope) near the leading edge of the stimulus. As can be
seen from Figure 2, this feature is prominent and easy
to identify. The steep slope at that point minimizes the
variance due to noise. This point of alignment does not
correspond to the same physical location of the stimu-
lus in all cases. Experiments using an external trigger as
well as potential flow simulations showed that the zero
crossing occurred earlier for square cross sections than
the round cross sections. However, looking forward to
the use of the MEMS pressure array, an external verifi-
cation of the position of a cylinder will not be available
and the zero crossing makes a very good replacement.

The pressure traces resulting in all experiments had
some basic similarities. Figure 2 gives the mean pres-
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Figure 3: Pressure traces for a single run are depicted, filtered
with a cut-off frequency of 100 Hz but not aligned. The low
pressure spike marked with an arrow has the signature of a
vortex impinging on the sensor port.

sure traces for both cylinder cross sections with two inch
diameters and at 0.75 m/s. In all cases the pressure re-
sponse to a passing cylinder could be described as a slow
near-exponential rise in pressure ahead of the cylinder,
followed by a sharp transition to negative pressure and
a recovery back to the hydrostatic pressure. Due to the
nature of the flow, there is a large amount of variance
between runs even under the same conditions. This vari-
ance is not evenly distributed however. For the two ex-
amples shown in Figure 2, the standard deviation is also
plotted. There is little deviation from the mean of 100
runs in each case until the sharp transition to negative
pressure occurs. From that point on, there is a large
amount of variation which trails off slowly. Qualita-
tively, much of this variance seems to stem from the un-
predictable nature of the wake and the presence of vor-
tices. Vortices show up in the wake as isolated, pointed,
intrusions of low pressure (Figure 3). Although they are
being shed regularly at a known frequency, the vortices
are located at random in the pressure traces if at all. The
initial phase of the vortex shedding determines whether
a vortex is shed near one of the stationary sensors.

The three variables systematically tested were the
cylinder size, velocity, and shape. The mean pressure
traces for each variable are shown in Figures 4-6. In
each case, the mean pressure trace is found across all
sensors.

In comparing the results from the different sized
cylinders (Figure 4), there is little change in the over-
all amplitude of the pressure traces. There is, however,
a consistent increase in the length of time between the
zero crossing at the leading edge and when the pressure
recovers to the hydrostatic pressure. While this change
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Figure 4: Plotted are the means of eight data sets, paired in
order to compare the effects of the cylinder size. Each data set
is composed of 100 runs.

1 1.5 2 2.5
−1.5

−1.0

−0.5

0.0

0.5

P
re

ss
u

re
 (k

P
a)

Square 2"

Velocity Comparison of Mean Pressure Traces

1 1.5 2 2.5

Round 2"

 

 

1 1.5 2 2.5
−1.5

−1.0

−0.5

0.0

0.5

Time (s)

P
re

ss
u

re
 (k

P
a)

Square 3"

1 1.5 2 2.5

Time (s)

Round 3"

0.50 m/s
0.75 m/s

−1.5

−1.0

−0.5

0.0

0.5

−1.5

−1.0

−0.5

0.0

0.5

Figure 5: Plotted are the means of eight data sets, paired in
order to compare the effects of the cylinder velocity. Each data
set is composed of 100 runs.
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Figure 6: Plotted are the means of eight data sets, paired in
order to compare the effects of the cylinder shape. Each data
set is composed of 100 runs.

is evident in the mean pressure traces, it is much more
difficult to pick out of individual pressure responses due
to the large variability in that region.

A cylinder moving at a higher velocity creates a larger
amplitude pressure response. This evident in Figure 5
and is expected from potential flow. A potential flow
model of a circular cylinder in an infinite steady flow
shows that the pressure behaves as

P − P∞ = U2
· C(x̄, r, ρ). (2)

where U is the velocity of the cylinder, x̄ is the position
vector from the center of the cylinder, r is the radius
of the cylinder, and ρ is the density of water [19]. The
potential flow model is not a good one in this situation
since it is based on a round cross section and cannot take
into account the wake region. Despite this, it turns out
to be surprisingly accurate. Given the velocities tested
here, the model would imply that the pressure at 0.75
m/s is 9

4
(2.25) larger than the pressure trace at 0.50 m/s.

The scale factors were found to be 2.09, 2.12, 2.13, and
2.15 in clockwise order according to Figure 5. These
scale factors minimize the difference squared between
the trace at 0.75 m/s and the scaled 0.50 m/s trace. There
does not seem to be any dependence on the shape or size
for this effect. The scaling effect of velocity is particu-
larly convenient because it is also possible to accurately
determine the velocity of the stimulus by comparing the
time lag between sensors. The effects of velocity can
therefore be immediately removed.

Finally, the different cylinder cross section shapes are
compared in Figure 6. Qualitatively, there are a number
of apparent differences between the mean traces. The
most striking is that the square cross section is charac-
terized by a sharp negative peak of pressure immediately
after the zero cross point, whereas this sharp peak is
completely absent in for the round cross section. This
is true for all the sizes and velocities tests. On the other
hand, other differences seem dependent on the size of
the cylinders. In particular, at the smaller diameter there
seems to be a difference in the length of the wake which
is not present at the higher speed. Also, the initial peak
before the zero crossing point seems larger and sharper
for the square cross sections at 0.75 m/s, but there is lit-
tle difference with the round cross section at the lower
velocity.

2.4 Analysis and Discussion

The goal of the analysis is to obtain a reliable approach
to classify the cross-sectional shape of the cylinder stim-
ulus from the pressure signature of a single pass. Prefer-
ably, the classification will be insensitive to velocity,
size, and separation, at least those tested here. Also, the
classification is ideally simple to apply to new pressure
traces in order to classify them. All of the results de-
scribed above are used as a training set in order to obtain
a useful classification scheme. The question of locating
the disturbance from background noise in order to per-
form the classification is not considered.
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Figure 7: Diagram of hand chosen features. The three features
initially chosen for analysis are marked on a sample pressure
trace. The pressure data has been filtered with a cutoff fre-
quency of 60 Hz.



2.4.1 Intuitive Features

The simplest approach to classification is to use intuition
from the qualitative analysis of the mean pressure traces
to select features. In this way the maximum before the
zero crossing point (Max), the minimum immediately
following the zero crossing point (Min), and the slope
at the zero crossing point (Slope) were chosen as fea-
tures (Figure 7). The slope at the zero crossing point was
found by first filtering the data with a cutoff frequency of
60 Hz. The length of the wake region was not chosen as
a feature, despite the fact that it was identified as a pos-
sible difference between pressure responses to different
cross sections. This was due to its high variability and
difficulty in quantifying for individual runs.

The relationship between the three chosen features
and the cross sections of the cylinders is fairly compli-
cated. At the same time, the features are heavily corre-
lated. For example, the increase in amplitude that occurs
from increasing the velocity of a cylinder would increase
the magnitude of all three features. In order to remove
some of this correlation, the three features were com-
bined into two non-dimensional quantities. The first of
these is a ratio of the minimum after the zero crossing
to the maximum before the zero crossing: Min

Max
. For

the second, the slope at the zero crossing is made non-
dimensional by the peak-to-trough change in pressure
and unit time: Slope

Max−Min
. These non-dimensional fea-

tures have been calculated for every sensor in every run
and plotted in Figure 8.

The intuitively chosen features separate the four thou-
sand points into two adjacent clouds corresponding to
the two cross sections tested in the experiments. Un-
fortunately the two clouds are not completely separable.
For simplicity, a linear classifier was used such that all
points on one side of the decision line are considered to
be square and those on the other side to be round (Fig-
ure 8). The classifier was chosen to minimize the sum of
squared errors, where the error for a single run is the dif-
ference between a desired distance from the line and the
actual perpendicular distance to the line. The key is that
the desired distance be positive for one class of objects
in the training set and negative for the other class. The
magnitude of the desired distance was arbitrarily set to
one. The decision line is then found from

w̄ =
(

XT X
)−1

XT ȳ (3)

in which w̄ is a vector of weights that define the deci-
sion boundary by w̄ · x̄ = 0; X is a matrix made from
the features such that each column corresponds to one
feature and each row to one test; the vector ȳ is the set
of desired distances, with elements of±1 corresponding
to the class of corresponding test. See [20] for details
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Figure 8: Scatterplot of individual traces according to their in-
tuitively chosen features. All blue dots correspond to runs with
square cross sections and red dots to those with round cross
sections. All velocities, sizes, and separations are included.
The decision line based on a sum of squared error criteria is
marked as a dotted black line.

and a derivation. Minimizing the sum of squared errors
makes it possible to obtain a classifier on a set that is not
separable without knowing the probability distributions
of the features for each class. The percentage of misclas-
sified runs, shown in Figure 9, gives an estimate of the
probability of error in the classifier. In addition, Figure 9
gives an idea of the distribution of the runs with respect
to the classifier.

The primary advantage of these hand-chosen features
is that they are very straightforward to find. Given a new
time series or spatial distribution of pressure, the zero
crossing point is distinctive and the features follow di-
rectly from it. This classification approach is also fairly
impervious to different sampling rates, as long as they
are high enough to estimate the slope well at the zero
crossing point. The difficulty with this approach is that
there is a fairly large misclassification rate (9.8%). As a
result, one is left with the question of whether there are
better features on which to base the classification.

2.4.2 Principal Component Analysis

A different approach to obtaining features is provided by
Principal Component Analysis (PCA) [20, 21, 22]. This
technique, closely related to the Karhunen-Loeve trans-
form and singular value decomposition, obtains optimal
features under specific conditions. The features are lin-
ear combinations of the pressure traces with coefficients
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that are determined by PCA. The resulting features can
in turn be analyzed in a similar manner to the hand cho-
sen features in order to classify the cross sections of the
cylinder stimuli.

Principal Component Analysis interprets each pres-
sure trace (from a single run on a single sensor) to be
a collection of highly correlated features. Each sample
is considered to be a feature. Since there is data from
multiple runs, once they are aligned, there are multiple
observations of each feature. The purpose of PCA is
to compress the data so that a small number of linear
combinations of the original features (individual sam-
ples) best represent the entire set of data. These new
features, which are linear combinations of the sampled
points in a pressure trace, are the principal components.
They are found so that each principal component has the
maximum possible variance, subject to having unit area,
and being uncorrelated with all the previous principal
components. Implicit in this procedure is the assump-
tion that the information of interest in the data set is that
which has the largest variance. For example, it assumes
that the difference in pressure traces generated by the
different cross sections is larger than the variance in the
data due to noise or turbulence. If this is not the case,
the analysis would provide a compact representation of
the noise. The uncorrelatedness constraint in the princi-
pal components is ideal for feature generation, since it
removes the redundancy. The variance of the principal
components typically drops off steeply, so that the data
are well represented by considering only the first several
components.

In implementation, PCA works as a singular value de-

composition of the sample covariance matrix of the data
([21, 22]). One important detail in the implementation
is that the mean of each initial feature (a sample point in
the pressure trace) must be removed. This mean is take
across all of the training data, not over each class. With
the means removed, the sample covariance is straight-
forward to calculate.

Several PCAs were performed on the pressure traces.
As mentioned, PCA does not optimize the features for
classification. Ideally, the majority of the variation in the
data would be due exclusively to the cross section shape.
In that case, a Principal Component Analysis would pro-
duce features well suited for classifying the data by stim-
ulus shape. Unfortunately this is not the case. In partic-
ular, the variation in the data due to velocity (Figure 5)
is large in comparison to the variation from cross sec-
tion shape. Therefore it was necessary to normalize each
pressure trace by the maximum pressure before the zero
crossing. This effectively removes the variance from ve-
locity. Also, the differences in the responses of the sen-
sors are enough to degrade the classification ability of a
PCA in the same way. These differences between pres-
sure sensors may be from variation in the calibration or
in the transfer functions from the ports connecting them
to the flow. As a result, the Principal Component Analy-
sis which achieves the best classification uses a training
set of normalized pressure traces from one sensor.
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Figure 10: Coefficients for the first three principal components
derived from the normalized of sensor 2. These are the coef-
ficients for the linear combinations to generate the first three
principal components. Data from all of the experiments were
used in the PCA, but only from one sensor.

The coefficients for the first three principal compo-
nents are plotted in Figure 10, ordered by largest vari-
ance. Examining these coefficients reveals information



about the features identified through PCA. For exam-
ple, the coefficients for the first principal component
are dominated by the region just after the zero cross-
ing. Since the data was normalized by the maximum
before the zero crossing point, one could argue that the
first principal component is similar to the hand chosen
min
max

. However, the principal components are consider-
ably more complex than the hand chosen features, since
they contain contributions from all parts of the pressure
trace including the wake. This leads to one of the diffi-
culties with the Principal Component Analysis, which is
that it is difficult to interpret the principal components.
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Figure 11: Scatterplot of data from all tests and sensors ac-
cording to principal components. The coefficients for the prin-
cipal components were found using data from only one sensor.
In blue are the pressure traces corresponding to a square cross
section and in red are those corresponding to a round cross sec-
tion. The black plane bisecting the figure is the decision plane
minimizing the sum of squared errors.

Interpreting the coefficients however is not necessary
for classifying the pressure traces. Using the first three
principal components, the data is divided into the two
classes of interest (Figure 11). At this point, the princi-
pal components that were found using the data from only
one sensor are being applied to all of the data. In addi-
tion to separating the shapes of the stimuli, the principal
components are not strongly dependent on the other vari-
ables such as size and velocity. This is evident from the
scatterplot of the data. The only data clouds formed cor-
respond to the two shapes and these clouds are roughly
ellipsoidal in form. There are also no dense clusters in
the clouds that would correspond to differences in the
other variables. In the same manner as before, a deci-
sion plane minimizing the sum of the squared error can

be found, and the estimated probability of misclassifi-
cation can be calculated (Figure 12). Using a Principal
Component Analysis to obtain features, the misclassifi-
cation rate is 1.2%, which is considerably better than the
9.8% rate obtained with the hand chosen features.
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Figure 12: Histogram of the distance from the decision plane
as shown in Figure 11. In blue is the data from the square cross
section and in red from the round cross section.
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Figure 13: A: The mean pressure trace of sensor 2 from all
experiments. This mean needs to be subtracted from any new
data before trying to classify it with the results of the PCA. B:
The coefficients for classifying a new pressure trace. These co-
efficients are the result of rotating the coordinates in Figure 11
so that one axis is normal to the decision plane.

2.4.3 Comparison

Features from Principal Component Analysis do a con-
siderably better job in recognizing the different cross-
sectional shapes than the hand chosen parameters. Un-
fortunately, it is more difficult to implement classifica-
tion with principal components. With the hand-chosen



features, classification involves locating three points in
the pressure response. For one of those points, the slope
is calculated, but the others are just the pressure at the
points. With this information, the classification of a new
pressure trace can be made based on the sign of the dis-
tance d, defined by

d = w2 ·

(

Min

Max

)

new

+w1 ·

(

Slope

Max − Min

)

new

+w0

(4)
where the constantsw2,w1, andw0 come from the equa-
tion of the decision line in Figure 8, which is w2 ·

Min
Max

+

w1 ·
Slope

Max−Min
+ w0 = 0. The distance will be positive

for square cross sections and negative for round cross
sections.

In the case of the principal components, there are es-
sentially three steps for classifying a new pressure trace.
First the zero crossing point must be located, just as in
the other case. Second, the same mean pressure trace
that was subtracted from all the data in the analysis (Fig-
ure 13B) must be removed from the new trace. With that,
the distance to the decision plane can be found through
a linear combination with the coefficients shown in Fig-
ure 13B. These coefficients are a combination of those
for the principal components, rotated such that they form
a coordinate normal to the decision plane. Thus only
one linear combination is performed with the new data,
and the result is compared to the intersection of the de-
cision plane on that axis. Besides the added complexity,
the fact that the mean from the training data must be
subtracted before classification may limit the extent to
which this procedure may be generalized.

3 MEMS Pressure Sensor Array
Development

The experience gained from classifying cross sections
as discussed earlier provides estimates of the require-
ments for a MEMS sensor array that can support the
same classification. In particular the classification ap-
proach with hand chosen features lends itself simply to
this task. The strictest constraint imposed on the spacing
is in accurately obtaining the slope at the zero crossing
point. In the initial analysis, the data was filtered with a
cutoff frequency of 60 Hz. Combined with the velocity
of the stimulus, this gives an equivalent spacing of 1.25
cm between samples. The other two measurements give
a sense of the range of pressure necessary. The small-
est peak pressure was approximately 200 Pa, while the
largest pressure difference recorded was approximately
2 kPa. In order to locate the maximum and minimum,

finer resolution than 200 Pa is needed, at least on the
order of 20 Pa. The root-mean-square amplitude of the
noise, including all sensor and electronics, was typically
also approximately 20 Pa. These specifications are par-
ticular to the conditions of the experiments and therefore
only provide a rough picture of the requirements.

The pressure sensor array proposed here consists of
hundreds of MEMS pressure sensors with diameters
near 1 mm spaced a few millimeters apart fabricated on
etched silicon and Pyrexwafers; the sensors are arranged
over a surface in various configurations, such as a single
line, a patch consisting of several parallel lines (as shown
in Figure 14), or specialized forms to fit the hull shape
of a vehicle or its fins.

3.1 Membrane Design

The key feature of the sensor is a flexible diaphragm,
which is a thin (20 µm) layer of silicon attached at the
edges to a silicon cavity. A strain gauge consisting of
four long and thin snaking resistors sits on the surface of
the diaphragm. As the difference in pressure above and
below the diaphragm changes, the diaphragm bends and
the strain gauge resistances change. The four resistors
are optimally designed and connected in a Wheatstone
bridge configuration to maximize the pressure sensitiv-
ity. A schematic side view of one sensor is shown in Fig-
ure 15. These design requirements are within the scope
of MEMS technology.

3.2 Stress, Strain, and Pressure

To express the strain in one of the resistors as a function
of the pressure on the diaphragm, let L be the length
of the side of the square diaphragm and H be its thick-
ness. Following [23], the normal displacement ŵ of the
diaphragm as a function of its horizontal x and y coor-
dinates is approximated as a function of the form

ŵ(x, y) =
c1

4

[

1 + cos

(

2πx

L

)][

1 + cos

(

2πy

L

)]

,

(5)
where the origin is the center of the plate and c1

1 is the
deflection at the center of the diaphragm. The resulting
pressure-deflection relation is

P =
π4EH3

6(1 − ν2)L4
c1, (6)

1The subscript in c1 refers to the fact that it is the amplitude of the
first mode of vibration for the diaphragm. This paper does not discuss
other modes, but the notation is used for consistency with other works.



Length:   ~140 mm

Thickness:   ~1 mm

Diaphragm Size:   ~1 mm

Spacing:   ~1 mm

Silicon Device Layer:   10 µm

Buried Silicon Oxide Layer:   0.5 µm

Silicon Handle:   ~0.5 mm

Pyrex Wafer:   ~0.5 mm

Figure 14: Diagram of pressure-sensor array with basic structure depicted.

where P is the pressure difference across the diaphragm,
E and ν are the Young’s modulus and the Poisson’s ratio
for the diaphragm, respectively. As calculated in [24] us-
ing finite-element methods, the stress in the x-direction
is

σx = 0.294

(

L

H

)2

P, . (7)

Given L = 2000 µm and H = 20 µm as typical mem-
brane sizes, the stress is

σx = 2940 · P. (8)

As shown in [25], the strain in the x direction is

εx = K

(

L

H

)2 (

P

E

)

( z

H

)

[

cos

(

2πx

L

)]

·

[

1 + cos

(

2πy

L

)]

, (9)

where z is the vertical position within the membrane rel-
ative to the center plane, and it can be shown that the
relative change in resistance for a resistor segment de-
formed by being bonded to the top of such a plate is

∆R

R
≈

1

1 − ν
εl +

2ν − 1

1 − ν
εw, (10)

where εl and εw are the strains along the resistor length
and width, respectively.

3.3 Deflection and Sensitivity

The maximum deflection c1 of the diaphragm, which oc-
curs at the center, is

c1 =
K

π2

(

P

E

) (

L4

H3

)

. (11)

The maximum strain in the x direction, which also oc-
curs at the center, is

εx = 2K

(

L

H

)2 (

P

E

)

( z

H

)

. (12)

By symmetry, the strain the y direction is the same. For
K = 0.294, E = 47 GPa (silicon), L = 2000 µm, and
H = 20µm, these quantities become

εi
P

= 1.25 × 10−7 Pa−1 (13)
c1

P
= 1.3 nm/Pa. (14)

Substituting the value given in Equation 13 into Equa-
tion 10 produces the relative change in resistance:

∆R

R
≈

(

1.07 × 10−7 Pa−1
)

· P. (15)

Thus, for a typical source voltage of Vs = 10 V for the
Wheatstone bridge, the sensitivity of a strain-gauge re-
sistor sensor located at the center of the diaphragm is on
the order of 1 µV/Pa.
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Figure 15: Sideview of the fabrication layers of a single sensor
(not to scale). The portion of the silicon and oxide layers above
the etched hole is the diaphragm.

3.4 Noise

Thermal noise voltage is on the order of

VN =
√

4kTRf, (16)

where k is Boltzmann’s constant, T is temperature,R is
resistance, and f is the filtered bandwidth of the electri-
cal signal [23]. Thus, for T = 300 K, R = 10 kΩ, and
f = 3 kHz, the thermal noise voltage is 0.7 µV.

Therefore, the pressure sensitivity of the sensors is on
the order of 1 Pa for a 10 V source, which is the level
needed for the aforementioned applications.

3.5 Fabrication

The fabrication of a basic pressure sensor array is de-
scribed here. The steps were performed in the MIT Mi-
crosystems Technology Laboratories and can be done
with standard CMOS/MEMS processes.

A double-side polished silicon-on-insulator (SOI)
wafer, which contains a 20 µm thick Si layer to be used
as the diaphragm, is first masked with a silicon-nitride
(Si3N4) layer. The nitride is removed from the device
(diaphragm) side, oxide is grown on the bare silicon to
act as an insulating layer, and the metal resistors are de-
posited on the oxide. The back side of the SOI wafer is
then etched using potassium-hydroxide (KOH) with the
nitride as a mask and the original SOI oxide as an etch
stop to form an air cavity. The remaining Si3N4 mask is
then dry etched away to expose silicon. In the meantime,
a Pyrex glass wafer is laser etched to create shallow val-
leys that allow air to pass. The Pyrex and SOI wafers
are then anodically bonded to form arrays of the devices
shows in Figure 15.

4 Conclusion

Experiments have been described which demonstrate
that it is possible to distinguish details in the shape of
objects underwater using an array of passive pressure
sensors under conditions similar to those encountered
by fish and man-made vehicles. Two methods were
presented for discriminating between cylindrical mov-
ing stimuli of square or round cross sections of different
sizes. Both methods successfully classified the shape of
the cross section, though the hand-picked features had a
considerably higher failure rate (9.8%) than the princi-
pal components (1.2%). When considering the broader
picture however, the intuitively chosen features may be
more flexible than the principal components. Although
fish have demonstrated the ability to discriminate be-
tween similar stimuli, their method of discrimination is
not yet known.

The classification of stimuli shape was possible in a
range of conditions. The velocities, sizes, and separation
distances tested did not hinder the ability to classify the
cross sections. There is no claim made that the results
will work for all velocities, sizes, or separations, but it is
evident that within a range of the tested conditions it is
possible to discriminate between the two shapes.

The pressure time series from the experiments were
taken to be representative of the spatial pressure distri-
butions that might occur on a fish or sensor array. This
assumption relied on the constant velocity of the stimuli.
Certain aspects of the pressure traces, particularly those
corresponding to the unsteady wake region behind the
moving object, may not be accurate in this respect. Fur-
ther tests, in particular with a full dense pressure sensor
array, need to be performed to explore this further. In
addition, more information maybe be available for dis-
criminating between moving objects when multiple sen-
sors are considered as a group. For example, the relative
velocity of the object can be easily calculated (though it
was not used in these analyses).

Considering the data for cylindrical shapes with two
cross sections, basic specifications for the performance
of the MEMS pressure sensor array were extracted.
These specifications determined the maximum spacing
and minimum sensitivity of the device. It was also
demonstrated that the proposed pressure sensor system,
which can be manufactured with standard MEMS tech-
niques, can achieve a pressure resolution on the order of
1 Pa, thus meeting the required pressure resolution.
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